
Part 3

Note We are dealing all the topics w.r.t to the rational agent 
perspective and hence design the AI systems from the agent’s way



Why Knowledge Representation??

• Problem solving through searching does not involve 
the representation of facts of the world.

• Ex Best first search(BFS)  just simply generates 
successors and computes the h(n) function without 
reference to domain specific knowledge. 

• However to solve more real complex world problems 
we need a lot of 

• 1. facts(knowledge) about the world related to the 
problem 

• 2. and mechanisms to manipulate these facts . 
• This is where knowledge representation comes in.  



Knowledge and Knowledge Representation

• Consists of facts, concepts, rules about the 
world etc and these are  represented as 
pictures, texts or anything that an agent can 
understand

• Knowledge Representation  express the 
knowledge about the world in a computer-
tractable form. i.e. express the knowledge 
about the world  in such a way that computers 
can handle it



knowledge representation

• Key aspects of knowledge representation languages are:

– Syntax: describes how sentences are formed in the language.

– Semantics: describes the meaning of sentences, what is it the 
sentence refers to in the real world.

– Computational aspect: describes how sentences and objects 
are manipulated in concordance with semantically conventions.

• A formal language is required  to represent knowledge in a 
computer tractable form and reasoning processes are 
required to manipulate this knowledge to deduce non-
obvious facts.



Facts and Representations
• Facts Truths in the world. It is the fact that 

we want to represent.

• We need to representation facts in some 
formal/ mathematical way. 

• Once we represent the facts only then can we 
manipulate them 



Mapping Between Facts and Representations
• Mapping is the process that maps facts to representations and 

vice versa. 

• The forward representation mapping maps from facts to 
representations while the backward representation mapping 
maps from representations to facts.
- It shows the relationship between the objects.

• At knowledge level facts are described and at symbol level 
facts are defined in terms of symbols so that the symbols can 
be manipulated by the computer program



How do we represent Facts????

• 1. One way to represent fact is using one of the natural 
language (the English language)

• 2. Now we can have the English representation of  those facts 
to facilitate getting information into and out of the system

• 3. Once we represent the facts in English we can have a 
mapping function to map the English sentences into the 
representation that we are actually going to use and vice 
versa

Real World

Represent Facts 
in English

Representation Of  
English Facts to some 

formal logic

Facts
Mapping 
function          
f(X)



An example Mapping between Facts and Representations

Fact Represented in 
English Language

Tommy  is a Dog

Representation of  English 
Language into some logical 

form
Dog(Tommy)

Mapping 
function          
f(X)

Lets suppose we also have a logical representation of the fact that :
All dogs have tail    x : Dog(x)  has_tail(x)  

Now from the facts  : Dog(Tommy) and x : Dog(x)  has_tail(x) 
we can derive new fact 
 has_tail(Tommy)  --------Mapping to English Language------ >  Tommy has tail

Src: 
https://www.pinterest.c
om/rubabjii/coloured-
tail/

https://www.pinterest.com/rubabjii/coloured-tail/


Knowledge Representation Using Logic 

• Logic is defined as a formal language for expressing 
knowledge and ways of reasoning.

• Logic makes statements about the world which are true 
(or false).

• Logic combines the advantages of natural 
languages and formal languages.

• Logic is:
– concise

– unambiguous

– context insensitive

– expressive

– effective for inferences



Logic 
A logic is defined by the following:

– Syntax - describes the possible configurations that constitute 
sentences.

– Semantics - determines what facts in the world the sentences refer to 
i.e. the interpretation. Each sentence makes a claim about the world.

– Proof theory - set of rules for generating new sentences that are 
necessarily true given that the old sentences are true. The 
relationship between sentences is called entailment. The semantics 
link these sentences (representation) to facts of the world. The proof 
can be used to determine new facts which follow from the old.

– A set of sentences – A sentence is constructed from a set of primitives 
according to syntax rules. 

– A set of interpretations – An interpretation gives a semantic to 
primitives. It associates primitives with values. 

– The valuation (meaning) function – Assigns a value (typically the 
truth value) to a given sentence under some interpretation. sentence 
× interpretation →{True , False }



Knowledge Representation Using Logic 

• How logic can be used to form representations of the world? All men 
are Mortal:

• x : Man(x) Mortal(x)

• How a process of inference can be used to derive new representations 
about the world?

• Marcus is a Man : Man(Marcus) 

• {Man(Marcus) , x : Man(x) Mortal(x) } derives Mortal(Marcus)

• How these can be used by an intelligent agent to deduce what to do.



Approaches to Knowledge Representation

1. Representable adequacy  ability to represent all 
knowledge needed in the domain.

2. Inferential adequacy  ability to manipulate 
knowledge to drive new structures inferred from old.
3. Inferential efficiency ability to perform inference in 
the most efficient directions
d) Acquisitioned efficiency  ability to acquire new 
information easily.



Knowledge Representation Techniques



Knowledge Types
• Declarative Knowledge Concepts, facts, beliefs (that 

are either true or false) are represented in the form of 
logic. Describes what property /expresses facts. 

• Also called descriptive knowledge and expressed in 
declarative sentences.

• simpler than procedural language.
• Example Kathmandu is capital of Nepal 
• =   Capital _Nepal (Kathmandu)
• Either Kathmandu is capital of Nepal or Madrid is capital 

of U.K. 
= Capital _Nepal (Kathmandu) V Capital _UK (Madrid) 

• All Roman are Pompeians: x : Roman(x)  is_
Pompeian(x) 



• Procedural/Imperative/Operational  Knowledge a type of knowledge which 

is responsible for knowing how to do something.

• Specifies what to do when 

• It includes rules, strategies, procedures, agendas, etc.

• Procedural knowledge depends on the task on which it can be applied.

• Production rule [ (condition, action) pairs which mean, "If condition then 
action”)] is commonly used technique to represent procedural knowledge

• Example Procedural Knowledge as Rules
• IF (at bus stop AND bus arrives) THEN action (get into the bus)

• Another example  Arranging the tiles of sliding block puzzle step by step 
to reach a specified configuration

Heuristic Knowledgeknowledge related to specific domain

Used to make judgments and simplify  solution to a problem.

They help achieve goals quickly.

Example following the shortest path from city A to city B among many paths 
between two cities. 



Issues in Knowledge Representation
- Are there any attributes of object so basic that they  

occur in almost every problem domain?

- Are there any imp relationships between attributes of 
objects?

- At what level should knowledge be represented? Is 
there good set of primitives into which all knowledge can 
be broken down? Is it helpful to use such primitives?

- How should sets of objects be represented?

- given a large amount of knowledge stored in database 
,how can relevant parts be accessed when needed.



Semantic Network  Another  form of knowledge 
Representation

• Semantic networks are a way of representing relationships 

between objects and ideas. 

• Also support automated systems for reasoning about the knowledge 

• In it nodes are objects, events , subjects and arcs are links or relations

• For example, a Semantic network might tell a computer the relationship 
between different animals (a cat IS A mammal, a cat HAS whiskers). 



Below is an example of a semantic network for the 
following statements:

• Tom is a cat.

• Tom caught a bird.

• Tom is owned by John.

• Tom is ginger in colour.

• Cats like cream.

• The cat sat on the mat.

• A cat is a mammal.

• A bird is an animal.

• All mammals are animals.

• Mammals have fur



Semantic Network  Advantages and Disadvantages 
• Advantages of Semantic network:
• Semantic networks are a natural representation of knowledge.
• Semantic networks convey meaning in a transparent manner.
• These networks are simple and easily understandable.

Drawbacks in Semantic representation:
• Semantic networks take more computational time at runtime as we need 

to traverse the complete network tree to answer some questions. It 
might be possible in the worst case scenario that after traversing the 
entire tree, we find that the solution does not exist in this network.

• Semantic networks try to model human-like memory (Which has 1015 
neurons and links) to store the information, but in practice, it is not 
possible to build such a vast semantic network.

• These types of representations are inadequate as they do not have any 
equivalent quantifier, e.g., for all, for some, none, etc.

• Semantic networks do not have any standard definition for the link names.
• These networks are not intelligent and depend on the creator of the 

system.



Frames
• a record like structure which consists of a collection of attributes and its 

values to describe an entity in the world.

• Is similar to field-value structure corresponding slots and slot fillers
- It is a collection of slots and fillers that defines an objects
- Frame provides a third dimension representation of knowledge to 
semantic nets by allowing nodes to have structures

• Represent the given knowledge in frame 
• Peter is an engineer as a profession, and his age is 25, he lives in city 

London, and the country is England. So following is the frame 
representation for this: Slots Filter

Name Peter

Age 25

Profession Engineer

City London

Country England



Frames
• Frames system consist of a collection of frames which are connected to each 

other. 

• In the frame, knowledge about an object or event can be stored together in the 
knowledge base. 

• The frame is a type of technology which is widely used in various applications 
including Natural language processing and machine visions.



Frames Advantages and Disadvantages
• Advantages of frame representation:

• The frame knowledge representation makes the programming 
easier by grouping the related data.

• The frame representation is comparably flexible and used by many 
applications in AI.

• It is very easy to add slots for new attribute and relations.
• It is easy to include default data and to search for missing values.
• Frame representation is easy to understand and visualize.

Disadvantages of frame representation:
• Inference mechanism cannot be smoothly proceeded by frame 

representation.
• Frame representation has a much generalized approach.



Propositional Logic

• A propositional logic is a declarative sentence which 
can be either true or false but not both or either.



Propositional Logic

• Propositional logic is a mathematical model 
that allows us to reason about the truth or 
false of logical expression.

• In propositional logic, there are atomic 
sentences and compound sentences (built up 
from atomic sentences using logical 
connectives)



Propositional Logic

• Logical constants: true, false 

• Propositional symbols: P, Q, S, ...  (atomic sentences)

• Wrapping parentheses: ( … )

• Sentences are combined by logical connectives: 
 ...and [conjunction]
 ...or [disjunction]
...implies [implication / conditional]
..is equivalent [biconditional]
 ...not [negation]

• Literal: atomic sentence or negated atomic sentence



Propositional Logic
• A simple language useful for showing key ideas and 

definitions 
• User defines a set of propositional symbols, like P and Q. 
• User defines the semantics of each propositional symbol:

– P means “It is hot”
– Q means “It is humid”
– R means “It is raining”

• Examples of PL sentences

• P = “it is hot”  and Q = “It is humid.”

• (P  Q)  R 
“If it is hot and humid, then it is raining”

• Q  P 
“If it is humid, then it is hot”



Well formed formula

• A sentence (well formed formula) is defined as 
follows: 
– A symbol is a sentence

– If S is a sentence, then S is a sentence

– If S is a sentence, then (S) is a sentence

– If S and T are sentences, then (S  T), (S  T), (S 
T), and (S ↔ T) are sentences

– A sentence results from a finite number of 
applications of the above rules



Additional Terms
• The meaning or semantics of a sentence 

determines its interpretation. 

• Given the truth values of all symbols in a 
sentence, it can be “evaluated” to determine 
its truth value (True or False). 

• A model for a KB is a “possible world” 
(assignment of truth values to propositional 
symbols) in which each sentence in the KB is 
True. 



Additional Terms
• A valid sentence or tautology is a sentence that is True under all 

interpretations, no matter what the world is actually like or what the 
semantics is. Example: “It’s raining or it’s not raining.”

• An inconsistent sentence or contradiction is a sentence that is False under 
all interpretations. The world is never like what it describes, as in “It’s 
raining and it’s not raining.”

• A compound proposition that is neither a tautology nor a contradiction is 
called a contingency.

• In below figure Because p ∨￢p is always true, it is a tautology. Because p 
∧￢p is always false, it is a contradiction.

• P entails Q, written P |= Q, means that whenever P is True, so is Q. In 
other words, all models of P are also models of Q.



Logical Equivalence



Truth Table for Propositional Logic

 ...and [conjunction]

 ...or [disjunction]

...implies [implication / conditional]

..is equivalent [biconditional]

 ...not [negation



CONVERSE, CONTRAPOSITIVE, AND INVERSE 
The variations of Conditional Statements 

• Given a conditional statement p → q
• The proposition q → p is called the converse 

of p → q. 
• The contrapositive of p → q is the proposition 
￢q →￢p.

• The proposition ￢p →￢q is called the inverse of 
p → q. 

• Out of these three conditional statements formed 
from p → q, only the contrapositive always has 
the same truth value as p → q.



Note pq can also be denoted in 
below terms  



Converse, inverse and Contrapositive



Complex Sentences



It’s important to know these relations in diagram and make sense with 
sentences involving ALL, NONE, SOME, IF conditional  and IFF 
(Biconditonal)  sentences



Inference
• Inference –Deriving new sentence from the old

• In it when one asks a question of the knowledge 
base, the answer should follow from what has 
been told to the knowledge base previously 

• i.e. one sentence follows from the sentences of 
the knowledge. And hence we derive a new 
sentence.

• Logical inference is used to create new sentences 
that logically follow from a given set of predicate 
calculus sentences (KB).



Inference Soundness and 
Completeness

• An inference rule is sound if every sentence X 
produced by an inference rule operating on a 
KB logically follows from the KB. (That is, the 
inference rule does not create any 
contradictions)

• An inference rule is complete if it is able to 
produce every expression that logically follows 
from (is entailed by) the KB. (Note the analogy 
to complete search algorithms.)



Syllogism

• A syllogism, (from the Greek words for conclusion 
and inference,) is a logic puzzle where you draw 
a conclusionfrom particular kinds of 
purported facts you are given(knowledge Base ) 
and those facts alone.

• Syllogisms are an important basis of logical 
thinking.

Src:https://teachinglondoncomputing.org/sherlock-
syllogisms/

https://teachinglondoncomputing.org/sherlock-syllogisms/


Example Syllogism
All gems in the game are expensive in-game 
purchases.
All rubies in the game are gems.
• Therefore which of the following can we 

conclude?
• a. Some rubies in the game are expensive in-

game purchases.
• b. All rubies in the game are expensive in-game 

purchases.
• c. Some gems in the game are expensive in-game 

purchases.
• d. None of the above.







1. A. Knowledge base (KB) consists of set of statements.
B. Inference is deriving a new sentence from the KB.
Choose the correct option.
a) A is true, B is true
b) A is false, B is false
c) A is true, B is false
d) A is false, B is true

2.  Which is not a property of representation of knowledge?
a) Inferential Efficiency
b) Inferential Adequacy 

c) Representational Adequacy
d) Representational Verification

3. Inference algorithm is complete only if _____________
a) It can derive any sentence
b) It can derive any sentence that is an entailed version
c) It is truth preserving
d) It can derive any sentence that is an entailed version & It is truth 
preserving



4. All of the following is true about logic except:

a) Concise

b) Unambiguous

c) context insensitive

d) Expressive

e) effective for inferences

f) None

5. Which of the following is false?

a) “All Roman are Pompeians” is declarative knowledge.

b) If I feel cold then I get a glass of hot water is procedural knowledge.

c) Getting from city A to city B with some pre determined information is not 
heuristics.

d) None

6. ‘α |= β ‘(to mean that the sentence α entails the sentence β) if and only if, in 
every model in which α is _____ β is also _____
a) True, true
b) True, false
c) False, true
d) False, false



7. Choose the correct option:

a) A formal language is required  to represent knowledge in a computer 
tractable form and reasoning processes are required to manipulate this 
knowledge to deduce non-obvious facts.

b) Semantics  describes how sentences are formed in the language and Syntax 
describes the meaning of sentences, what is it the sentence refers to in the 
real world.

c) Syntax describes how sentences are formed in the language and Semantics 
describes the meaning of sentences, what is it the sentence refers to in the 
real world.

d) a and c













Steps for Resolution:
Conversion of facts into propositional  logic
Convert propsitional statements into CNF if needed
Negate the statement which needs to prove (proof by contradiction)
Draw resolution graph (unification)





Resolution



Problems with Propositional Logic

• Hard to identify “individuals” (e.g., Mary, 3)

• Can’t directly talk about properties of individuals or 
relations between individuals (e.g., “Bill is tall”)

• Generalizations, patterns, regularities can’t easily be 
represented (e.g., “all triangles have 3 sides”)

• First-Order Logic (abbreviated FOL or FOPC) is 
expressive enough to concisely represent this kind of 
information
FOL adds relations, variables, and quantifiers, e.g.,
• “Every elephant is gray”:  x (elephant(x) → gray(x))

• “There is a white alligator”:  x (alligator(X) ^ white(X))



First-order logic (FOL)

• First-order logic (FOL) models the world in terms of 
– Objects, which are things with individual identities
– Properties of objects that distinguish them from other objects
– Relations that hold among sets of objects
– Functions, which are a subset of relations where there is only 

one “value” for any given “input”

• Examples: 
– Objects: Students, lectures, companies, cars ... 
– Relations: Brother-of, bigger-than, outside, part-of, has-color, 

occurs-after, owns, visits, precedes, ... 
– Properties: blue, oval, even, large, ... 
– Functions: father-of, best-friend, second-half, one-more-than ... 









All humans are mammals :
x (Human(x)mammal(x))  correct form 

not x (Human(x) mammal(x))  incorrect form as described below





Some humans are old.
∃x(Human(x) ∧ old(x)) correct form 

∃x(Human(x) ) old(x)) in correct form as described below































Translate each of these statements into logical expressions
using predicates, quantifiers, and logical connectives.

• Let P(x) be “x is perfect”; let F(x) be “x is your friend”; and 
let the domain be all people.

• a) No one is perfect =  everybody isn’t perfect
• ∀x ￢P(x)
• b) Not (everyone is perfect).
• ￢(∀x P(x))
• c) All your friends are perfect.
• ∀x(F(x) → P(x))
• d) At least one of your friends is perfect.
• ∃x(F(x) ∧ P(x))
• e) Everyone is your friend and is perfect.
• ∀x(F(x) ∧ P(x)) or (∀x F(x)) ∧ (∀x P(x)) 
• f ) everybody is not your friend or someone is not perfect.

(∀x￢ F(x))) ∨ (∃x ￢P(x))





Resolution in FOPL cntd..



Resolution in FOPL cntd..



Statistical Reasoning
(The Bayesian Way)















Bayesian Network(Directed Acyclic 
Graph DAG)
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