
Part 2



Problem solving through search 

• In which we see how an agent can find a 
sequence of actions that achieves its goals 
when no single action will do.

• Problem solving is a agent based system that 
finds sequence of actions that lead to 
desirable states from the initial state.







State space: the set of all states reachable from 
the initial state by any sequence of actions



1. All of the following are true except:
• A. A State is a  representation of all necessary 

information about the environment
• B. A state captures all the relevant information
• C. A state captures all the information 
• D. The number of actions needed depends on 

how the world states are represented
2. An action is also known as :
A. Operator
B. Move
C. Both A and B
D. All of above 



A well defined problem consist of 
• A. Initial state, actions, and transition model, 
• B. Goal test 
• C. Path Cost
• D. All of the above

A successor is 
• A.  any state reachable from a given state by a 

single action.
• B. set of all  state reachable from a given state
• C. None
• D. All of the above



Abstraction

• For a taxi driving the state of the world includes so 
many things:

• the traveling companions,
• the current radio program, 
• the scenery out of the window, the proximity of law 

enforcement
• officers, the distance to the next rest stop, the 

condition of the road, the weather, and so on.
• All these considerations are left out of our state 

descriptions because they are irrelevant to the 
problem of finding a route to Bucharest. Hence many 
things are abstracted



The process of removing detail from a 
representation

• A. Encapsulation

• B. Polymorphism

• C. Abstraction

• D. Goal Test 



State Space



Frontier –The set of all nodes that are 
available for expansion 



The essence of any Search strategy is Which path to follow or 
which frontier node to expand depending on it we have 

various search algorithms and it’s the essence of any search 
algorithm-Below search strategy is the Bread First Search (BFS)



Observe the state space in below figure



• In a vaccum world which of the following is 
required to reach a goal for cleaning purpose?

• A. current location and status of all rooms

• B. Move Left, Right, Suck

• C. Wait if the room is clean

• D. Both A and B



The search Process explores all State 
Spaces in a given scenario 



Find the total number of states the 8 square 
puzzle grid can be in

• Its 9! 





• Which of the following are the empty state 
and goal state to reach the required goal? 

• A. Initial state: (0, 0) Goal state: (2, *)

• B. Initial state: (2, *) Goal state: (2, *)

• C. Initial state: (2, 0) Goal state: (0, 0)

• D. Initial state: (4, 3) Goal state: (4, 2)



Slon to Water Jug problem





Some additional  terms

• A solution to a problem is an action sequence 
that leads from the initial state to a goal state. 

• Solution quality is measured by the  path cost 
function, 

• and an optimal solution has the lowest path 
cost among all solutions.



Some more MCQS
1. The essence of search strategy/algorithm is
• A. Explore all paths to reach a goal
• B. Choose a path breadth wise first
• C. Choose a path depth wise first
• D. Determine which frontier node to expand at a given 

state. 

2. All the nodes that are to be expanded are ……
• A. Frontiers
• B. Leaf nodes
• C. both A and B
• D. none of above





Infrastructure for search algorithms











Basic search algorithms: Tree Search

Enumerate in some order all possible paths from the 
initial state
Here: search through explicit tree generation
• —ROOT= initial state.
• —Nodes in search tree generated through 

transition model
• n general search generates a graph(same state 

through multiple paths),
• —Tree search treats different paths to the same 

node as distinct 



When does Repeated states occur 
and How to Handle them??





The reason for Explored set in Graph 
Search





The basic difference between graph search and 
tree search algorithm is in:

• A. Handling loopy path/repeated states using 
explored set

• B. Frontier expansion

• C. Both A and B

• D. none



Measuring problem-solving performance/How do we compare 
which search strategy is better among given options Based In 

Following criteria

• Completeness: Is the algorithm guaranteed to 
find a solution when there is one?

• OPTIMALITY : Does the strategy find the 
optimal solution?

• TIME COMPLEXITY : How long does it take to 
find a solution?

• SPACE COMPLEXITY : How much memory is 
needed to perform the search?











Uninformed/Blind Search And Informed Search  The Difference

For the given search tree which of the following 
property represents the blind search strategy if J is a 
goal node and A is initial state?
A. A search strategy that visits A, B, C,D, J
B. A search strategy that visits all nodes of the tree in a 

particular order  until J is found 
C. A search strategy that visits A, D, J
D. None of above



• The depth of a node is the number of edges from the node to the tree's 
root node.
A root node will have a depth of 0.

• The height of a node is the number of edges on the longest path from 
the node to a leaf.
A leaf node will have a height of 0.

• The height of a tree would be the height of its root node,
or equivalently, the depth of its deepest node.

The Height and Depth Of a Tree The Difference









CW Now your turn, simulate your brain like a BFS 
and step wise show how it works  including the frontier 

as well as the explored set for below problem 

• Start from “S” and the goal is “G”

• Now find the soln







BFS





Implement a BFS for below graph 
traversal. Start with 0







0 has no more unvisited neighbors 
so explore 9 now in the queue



No more neighbors of 9 to visit so  expand 7

Note 11 is not 
again inserted to 
queue since 11 is 
already in the 
queue / the 
frontier set that’s  
where the job of 
seeing the 
element in either 
the   explored set 
or frotnier comes. 
So just add 6 and 
3 in the queue 
/frontier 



The final 
states 
once all 
nodes are 
visited



Optimality Of BFS

• When all step costs are equal, breadth-first 
search is optimal because it always expands 
the shallowest unexpanded node.





!! note for BFS below



Depth First Search



The DFS



DFS Graph search example



How can we get the best of both? 







IDS(Iterative Deepening Search)



IDS(Iterative Deepening Search)









ID search, Evaluation 





Which search is implemented with an empty first-in-first-out queue?
a) Depth-first search
b) Breadth-first search
c) Bidirectional search
d) None of the mentioned

When is breadth-first search is optimal?
a) When there is less number of nodes
b) When all step costs are equal
c) When all step costs are unequal
d) None of the mentioned

Select the most appropriate situation from below options where  a 
blind search can be used. 
• Real-life situation
• Complex game
• Small Search Space
• All of the above



• What is the space complexity of Depth-first search? Where m is the max 
depth of search tree

a) O(bm)
b) O(bl)
c) O(m)
d) O(bm)

How many parts does a problem consists of?
a) 1  b) 2  c) 3   d) 4

Which algorithm is used to solve any kind of problem?
a) Breadth-first algorithm
b) Tree algorithm
c) Bidirectional search algorithm
d) None of the mentioned

Which search implements stack operation for searching the states?
a) Depth-limited search
b) Depth-first search
c) Breadth-first search
d) None of the mentioned



The time and space complexity for IDS is

a) O(bd ) and O(bd) 

b) O(bd) and O(bd )

c) O(bm) and O(bm )

d) none

Depth first search expands the ……… node in the current fringe of the search

a) Child 

b) Shallowest

c) Lowest path cost

d) None

DFS is ………………….efficient and BFS is …………. Efficient

a) Space, Space

b) Time, Time

c) Time, Space

d) Space , Time



uniform-cost search
(UCS)

• When all step costs are equal, breadth-first 
search is optimal because it always expands the 
shallowest unexpanded node.

• By a simple extension, we can find an algorithm 
that is optimal with any step-cost function. 

• Instead  of expanding the shallowest node, UCS
expands the node n with the lowest path cost 
g(n). 

• This is done by storing the frontier as a
• priority queue ordered by g.





Uniform Cost Search(UCS) algorithm below algorithm handles repeated 
states using explored set and the figure represents Part of the Romania state 

space, selected to illustrate uniform-cost search













!! note for UCS below
• uniform-cost search expands nodes in order of 

their optimal path cost. Hence, the first goal 
node selected for expansion must be the 
optimal solution.











How many types are available in uninformed search method?
a) 3
b) 4
c) 5
d) 6

Which search strategy is also called as blind search?
a) Uninformed search
b) Informed search
c) Simple reflex search
d) All of the mentioned

Which search is implemented with an empty first-in-first-out queue?
a) Depth-first search
b) Breadth-first search
c) Bidirectional search
d) None of the mentioned

Which search is implemented with stack(Last In First Out)?
a) Depth-first search
b) Breadth-first search
c) Bidirectional search
d) None of the mentioned



• Which search is implemented with priority queue?
a) Depth-first search
b) Breadth-first search
c) Bidirectional search
d) Uniform Cost Search

• Uniform-cost search expands the node n with the __________
a) Lowest path cost
b) Heuristic cost
c) Highest path cost
d) Average path cost

• Which of the following is false?

• UCS is complete and optimal

• UCS is complete but not optimal

• IDS  is complete and optimal

• DFS is not compete and not optimal



The DFS traversal from S to G is

a) S A D E G    b) S A B C D E G    c) S A G     d) S B G

The BFS traversal from S to G is

a) S A D E G   b) S A B C D E G c) S A D B C E G d) S A B C S A D E G

The IDS traversal from S to G is

a) S A D B C E G     b) S A B C S A D E G   c) S A B C D E G   d) S A D E G 

The Uniform Cost Search traversal is

a) S A D E G   b) S A B C D E G  c) S A D B C E G d) S A B C S A D E G









• In graph search algorithm to get rid of repeated states we 
need to 

a) create a frontier

b) create list of explored set where visited vertices are stored

c) Create a list of vertices yet to be travelled

d) Create a list of edges  yet to be travelled







INFORMED SEARCH



Informed Search Concepts



The evaluation function f(n)
The heuristic function h(n) = estimated cost of the cheapest path from the state at 

node n to a goal state.
Depending on the algorithm f (n) = h(n)  or f(n) = h(n) + g(n)

• Best-first search  a general TREE-SEARCH or GRAPH-SEARCH algorithm in which a node is selected 
for expansion based on an evaluation function, f(n). 

• The evaluation function is construed as a cost estimate, so the node with the lowest evaluation is 
expanded first. 

• The implementation of best-first graph search is identical to that for uniform-cost search (Figure

• 3.14), except for the use of f instead of g to order the priority queue.

• The choice of f determines the search strategy. (For example, as Exercise 3.21 shows,

• best-first tree search includes depth-first search as a special case.) 

• Most best-first algorithms include as a component of   f a heuristic function, h(n)

Where h(n) = estimated cost of the cheapest path from the state at node n to a goal state.

• (Notice that h(n) takes a node as input, but, unlike g(n), it depends only on the state at that

• node.) 

• For example, in Romania, one might estimate the cost of the cheapest path from Arad to Bucharest via the 
straight-line distance from Arad to Bucharest.

• Heuristic functions are the most common form in which additional knowledge of the problem is 
imparted to the search algorithm.















The Heuristics approach  To make search algorithms perform 
better, make an estimate of goal 

i.e. calculate the straight line distance from Bucharest to every 
other city and encode this information in f(n)











Greedy Best First Search(BFS) not to be confused with 
uninformed BFS(Breadth First Search)

• i.e. choose Sibiu from queue using dequeue operation and after  Dqueuing
operation on most prioritized element the queue’s state will be as below: 









Another Example Note the color change of each 
node when taken for expansion









A* Search 





Since h(n) is st line distance, so h(n)<=h*(n)
Note h*(n) is the minimum cost path among many actual cost 

paths from n to goal 













A* Search



A* Search



A* Search



A* Search



A* Search



g(n),f(n), h(n) and h*(n) calculation in A*



g(n),f(n), h(n) and h*(n) calculation in A*



g(n),f(n), h(n) and h*(n) calculation in A*



g(n),f(n), h(n) and h*(n) calculation in A*



g(n),f(n), h(n) and h*(n) calculation in A*



A* Search solution Another Example



A* Search Note the change in color as the node is expanded 





A* Search evaluation 

• Time complexity of A* depends on the quality of the 
heuristic function.

• In a worst-case, the algorithm time complexity can 
be O(b^d), where b is the branching factor – the average 
number of edges from each node, and d is the number of 
nodes on the resulting path.

• The better the heuristic function, the less of these nodes 
need to be visited, and so the complexity drops.

• If we assume  heuristic function as the effective branching 
factor – the average number of edges from each node that 
we need to visit.

• Similarly the space complexity of it is exponential O(b^d), ; 
keeps all nodes in Memory in the worst case scenario.





















Hill Climbing Iteration may stop at 
local optima which isn’t desired















One solution for hill climbing being 
trapped at local maxima



How Simulated annealing strategy is used in hill climbing



Simulated annealing



For Simulated Annealing



SA algorithm



Simulated Annealing

Time and space complexity of Hill climbing  It is exactly the same as DFS – the 
only difference is the order that nodes are expanded in. That doesn’t change the 
time or space complexity in the worst case (though in the average case, the whole 
idea of a heuristic is to ensure that we get to a Goal faster…so, if it’s a good 
heuristic, the average time complexity ought to improve).
Just like DFS then, it will always find an answer, though not necessarily the one 

earliest in the search tree.



Game Playing 





Min maxing











The minimax algorithm performs a complete depth-first exploration of the game 
tree.
Where  the maximum depth of the tree is m and there are b legal moves at each 
point.  







At first max player will start first move generally where 











































Alpha-beta pruning 

• Depending ordering of expansion  Time 
complexity for perfect ordering O(bm/2)-
O(b3m/4) 

• Space complexity  O(bm)













The water jug problem answer
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