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Knowledge

Knowledge is a theoretical or practical understanding of a subject or a domain.

Knowledge is also the sum of what is currently known. 

Types of knowledge: 

Classification-based Knowledge :Ability to classify information 

Decision-oriented Knowledge: Choosing the best option 

Descriptive knowledge: State of some world (heuristic) 

Procedural knowledge: How to do something 

Reasoning knowledge: What conclusion is valid in what situation?  

Assimilative knowledge: What its impact is?





The objective of knowledge representation is to express the knowledge about the 

world in a computer-tractable form. 

This computer- tractable form of knowledge helps the agent to identify patterns of 

good reasoning and patterns of bad reasoning, so the agent know which to follow 

and which to avoid. 

A formal language is required to represent knowledge in a computer tractable form 

and reasoning processes are required to manipulate this knowledge to deduce 

new facts. 

Key aspects of knowledge representation languages are: –

● Syntax: describes how sentences are formed in the language. 

● Semantics: describes the meaning of sentences, what is it the sentence 

refers to in the real world. 

● Proof Theory(Inference method): Set of rules for generating new sentences 

that are necessarily true given that the old sentences are true



Knowledge Representation using Logic: –

Logic is defined as a formal language for expressing knowledge and ways of 

reasoning. 

Therefore, it should have syntax, semantics and inference method. 

Syntax: describes how sentences are formed in the LOGIC. 

Semantics: describes the meaning of sentences. 

Inference method: set of rules for generating new sentences.



Compared to natural languages (expressive but context sensitive) and 

programming languages (good for concrete data structures but not expressive) 

logic combines the advantages of natural languages and formal languages. 

So, Logic is: 

Concise, unambiguous, context insensitive, expressive, effective for inferences  

Examples of Logics are: 

Propositional logic 

Predicate Logic and 

Fuzzy Logic



Propositional Logic

Propositional logic is the simplest formal logic for the representation of the 
knowledge in terms of propositions.  

Proposition is a declarative statement that is either true or false but not both. 

If a proposition is true, then we say it has a truth value of "true"; if a proposition is 
false, its truth value is "false". 

Some examples of Propositions are given below : 

"Man is Mortal", it returns truth value ―TRUE‖ 

"12 + 9 = 3 – 2", it returns truth value ―FALSE‖ 

The following sentences are not Proposition: 

"A is less than 2". It is because unless we give a specific value of A, we cannot 
say whether the statement is true or false. 

Also the sentences "Close the door", and "Is it hot outside ?"are not propositions.



Syntax of Propositional Logic

Syntax of the propositional logic defines the:

● Which symbols can be use (English: letters, punctuation) 

● Rules for constructing legal sentences in the logic. 

● How we are allowed to combine symbols 

Symbols: 

● Logical constants: true, false 

● Propositional symbols: P, Q, R, S, ... , etc 

● Wrapping parentheses: ( … )

























Deductive (proof) statements

Done by applying rules of inference directly to the sentences in our knowledge base to 

construct a proof of the desired sentence without consulting models.

– Example:

• All men are mortal.

• Ram is a man.

• Therefore,Ram is mortal.

If the number of models is large but the length of the proof is short, then Deductive proof 

can be more efficient than model checking. 



Important Logical Equivalences





Let’s look at an example for each of these rules to help us make sense of things.

Let p be “It is raining,” and q be “I will make tea,” and r be “I will read a book.”

Example: Modus Ponens

























Predicates

A Predicate is a declarative sentence whose true/false value depends on 

one or more variables.

The statement “x is greater than 3” has two parts:

● the subject: x is the subject of the statement

● the predicate: “is greater than 3” (a property that the subject can have) .

We denote the statement “x is greater than 3” by P (x), where P is the 

predicate “is greater than 3” and x is the variable.

The statement P(x) is also called the value of propositional function P at x.



Assign a value to x, so P(x) becomes a proposition and has a truth value:

● P (5) is the statement “5 is greater than 3”, so P (5) is true.

● P (2) is the statement “2 is greater than 3”, so P (2) is false.

Prime(x) = “x is a prime number.”

● Prime(2) is true, since the only numbers that divide 2 are 1 and itself.

● Prime(9) is false, since 3 divides 9.

C(x, y)=“x is the capital of y”.

● C(Ottawa,Canada) is true.

● C(Buenos Aires,Brazil) is false.

E(x, y, z) = “x + y = z”.

● E(2, 3, 5) is ...

● E(4, 4, 17) is ...























































































Forward Chaining 

Scenario: Determine the color of a pet named Fritz based on given facts and rules.
Facts:

● Fritz croaks.
● Fritz eats flies.

Rules:

1. If X croaks and X eats flies, then X is a frog.
2. If X is a frog, then X is green.
3. If X chirps and X sings, then X is a canary.
4. If X is a canary, then X is blue.

Process:

1. Start with the known facts: Fritz croaks and Fritz eats flies.
2. Apply Rule 1: Since Fritz meets the conditions (croaks and eats flies), we conclude that Fritz is a 

frog.
3. Apply Rule 2: Now that we know Fritz is a frog, we can conclude that Fritz is green.

In this example, forward chaining starts with the available data (facts) and applies rules to derive new 
information until reaching a conclusion.



Backward Chaining

Scenario: Prove that John is the tallest boy in his class.

Goal: Show that John is the tallest boy.

Facts and Rules:

● John is taller than Kim.

● Kim is shorter than everyone else in the class except John.

● John is a boy.

● Kim is a girl.

Process:

1. Start with the goal: Is John the tallest boy?

2. Assume John is the tallest and check if this leads to contradictions or supports from known 

facts:Check if John being taller than Kim supports the goal.

3. Since all conditions for the goal are satisfied, we conclude that John is indeed the tallest boy in his 

class.

In this example, backward chaining begins with the goal and works backward through the rules to verify if 

it can be supported by existing facts.



















Bayes’ Rule
Bayes' theorem is stated mathematically as the following equation:

P ( A ∣ B ) = P ( B ∣ A ) *  P ( A ) / P ( B ) 

where A and B are events and P ( B ) ≠ 0 

P ( A ∣ B ) is a conditional probability: the likelihood of event A occurring given that B is true.

P ( B ∣ A ) is also a conditional probability: the likelihood of event B occurring given that As 

true.

P ( A ) and P ( B ) are the probabilities of observing A and B independently of each other; this 

is known as the marginal probability.
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Bayes Rule More Simply

It tells us how often A happens given that B happens, written P(A|B), when we know how often 
B happens given that A happens, written P(B|A) , and how likely A and B are on their own.

P(A|B) is “Probability of A given B”, the probability of A given that B happens

P(A) is Probability of A

P(B|A) is “Probability of B given A”, the probability of B given that A happens

P(B) is Probability of B
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Naive Bayes Rule

The term "naive" in Naïve Bayes arises from its strong and often unrealistic 

assumption that all features are independent given the class label. 

While this may not hold true in many situations, it allows for efficient 

computation and has proven effective in various applications, particularly when 

dealing with large datasets where computational efficiency is crucial.



German Swiss Speaker Example
There are about 8.4 million people living in Switzerland. About 64 % 
of them speak German. There are about 7500 million people on 
earth.

If some aliens randomly beam up an earthling, what are the chances 
that he is a German speaking Swiss?

We have the events

S: being Swiss

GS: German Speaking
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P(S)=8.4/7500=0.00112

If we know that somebody is Swiss, the probability of speaking German is 0.64. This 
corresponds to the conditional probability

P(GS|S)=0.64

So the probability of the earthling being Swiss and speaking German, can be calculated by 
the formula:

P(GS|S)=P(GS∩S)P(S)

inserting the values from above gives us:

0.64=P(GS∩S)/0.00112

and

P(GS∩S)=0.0007168

So our aliens end up with a chance of 0.07168 % of getting a German speaking Swiss 
person.
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Bayesian Belief Network

Bayesian belief network is key computer technology for dealing with probabilistic

events and to solve a problem which has uncertainty. We can define a Bayesian

network as:

"A Bayesian network is a probabilistic graphical model which represents a set of

variables and their conditional dependencies using a directed acyclic graph."

It is also called a Bayes network, belief network, decision network, or Bayesian

model.

Bayesian networks are probabilistic, because these networks are built from a

probability distribution, and also use probability theory for prediction and anomaly

detection.



The generalized form of Bayesian network that represents and solve

decision problems under uncertain knowledge is known as an Influence

diagram.

A Bayesian network graph is made up of nodes and Arcs (directed links),

where:



○ Each node corresponds to the random variables, and a variable can be continuous or 

discrete.

○ Arc or directed arrows represent the causal relationship or conditional probabilities 

between random variables. These directed links or arrows connect the pair of nodes in 

the graph.

These links represent that one node directly influence the other node, and if there is no 

directed link that means that nodes are independent with each other

○ In the above diagram, A, B, C, and D are random variables represented by the 

nodes of the network graph.

○ If we are considering node B, which is connected with node A by a directed 

arrow, then node A is called the parent of Node B.

○ Node C is independent of node A.



Each node in the Bayesian network has condition probability distribution

P(Xi |Parent(Xi) ), which determines the effect of the parent on that node.

Bayesian network is based on Joint probability distribution and conditional

probability. So let's first understand the joint probability distribution:



If we have variables x1, x2, x3,....., xn, then the probabilities of a 

different combination of x1, x2, x3.. xn, are known as Joint probability 

distribution.

P[x1, x2, x3,....., xn], it can be written as the following way in terms of

the joint probability distribution.

= P[x1| x2, x3,....., xn]P[x2, x3,....., xn]

= P[x1| x2, x3,....., xn]P[x2|x3,....., xn]....P[xn-1|xn]P[xn].

In general for each variable Xi, we can write the equation as:

P(Xi|Xi-1,........., X1) = P(Xi |Parents(Xi ))



Example

Harry installed a new burglar alarm at his home to detect burglary. The alarm

reliably responds at detecting a burglary but also responds for minor earthquakes.

Harry has two neighbors David and Sophia, who have taken a responsibility to

inform Harry at work when they hear the alarm. David always calls Harry when he

hears the alarm, but sometimes he got confused with the phone ringing and calls

at that time too. On the other hand, Sophia likes to listen to high music, so

sometimes she misses to hear the alarm. Here we would like to compute the

probability of Burglary Alarm.

Problem:

Calculate the probability that alarm has sounded, but there is neither a burglary,

nor an earthquake occurred, and David and Sophia both called the Harry.



Solution:

○ The Bayesian network for the above problem is given below. The network structure is showing that burglary and 

earthquake is the parent node of the alarm and directly affecting the probability of alarm's going off, but David and 

Sophia's calls depend on alarm probability.

○ The network is representing that our assumptions do not directly perceive the burglary and also do not notice the 

minor earthquake, and they also not confer before calling.

○ The conditional distributions for each node are given as conditional probabilities table or CPT.

○ Each row in the CPT must be sum to 1 because all the entries in the table represent an exhaustive set of cases for 

the variable.

○ In CPT, a boolean variable with k boolean parents contains 2K probabilities. Hence, if there are two parents, then 

CPT will contain 4 probability values

List of all events occurring in this network:

○ Burglary (B)

○ Earthquake(E)

○ Alarm(A)

○ David Calls(D)

○ Sophia calls(S)





P(B= True) = 0.002, which is the probability of burglary.

P(B= False)= 0.998, which is the probability of no burglary.

P(E= True)= 0.001, which is the probability of a minor earthquake

P(E= False)= 0.999, Which is the probability that an earthquake not occurred.



Conditional probability table for Alarm A:

The Conditional probability of Alarm A depends on Burglar and earthquake:





From the formula of joint distribution, we can write the problem statement in the

form of probability distribution:

P(S, D, A, ¬B, ¬E) = P (S|A) *P (D|A)*P (A|¬B ^ ¬E) *P (¬B) *P (¬E).

= 0.75* 0.91* 0.001* 0.998*0.999

= 0.00068045.

Hence, a Bayesian network can answer any query about the domain by using

Joint distribution.



MCQ

1. Knowledge and reasoning also play a crucial role in dealing with 

__________________ environment.

a) Completely Observable

b) Partially Observable

c) Neither Completely nor Partially Observable

d) Only Completely and Partially Observable

Answer: b



2.  A) Knowledge base (KB) is consists of set of statements.

B) Inference is deriving a new sentence from the KB.

Choose the correct option.

a) A is true, B is true

b) A is false, B is false

c) A is true, B is false

d) A is false, B is true

Answer: a



3. Wumpus World is a classic problem, best example of _______

a) Single player Game

b) Two player Game

c) Reasoning with Knowledge

d) Knowledge based Game

Answwer: c



4. ‘α |= β ‘(to mean that the sentence α entails the sentence β) if and only if, in 

every model in which α is _____ β is also _____

a) True, true

b) True, false

c) False, true

d) False, false

Answer: a



5. Which is not Familiar Connectives in First Order Logic?

a) and

b) iff

c) or

d) not

Answer: d



6.  Inference algorithm is complete only if _____________

a) It can derive any sentence

b) It can derive any sentence that is an entailed version

c) It is truth preserving

d) It can derive any sentence that is an entailed version & It is truth preserving

Answer: d



7. What among the following could the universal instantiation of ___________

For all x King(x) ^ Greedy(x) => Evil(x)

a) King(John) ^ Greedy(John) => Evil(John)

b) King(y) ^ Greedy(y) => Evil(y)

c) King(Richard) ^ Greedy(Richard) => Evil(Richard)

d) All of the mentioned

Answer: d



8.  Lifted inference rules require finding substitutions that make different logical 

expressions looks identical.

a) Existential Instantiation

b) Universal Instantiation

c) Unification

d) Modus Ponen

Answer: c



9. Which of the following is not the style of inference?

a) Forward Chaining

b) Backward Chaining

c) Resolution Refutation

d) Modus Ponen

Answer: d



10. Which among the following could the Existential instantiation of ∃x Crown(x) ^ 

OnHead(x, Johnny)?

a) Crown(John) ^ OnHead(John, Jonny)

b) Crown(y) ^ OnHead(y, y, x)

c) Crown(x) ^ OnHead(x, Jonny)

d) None of the mentioned

Answer: a



11.  Translate the following statement into FOL.

“For every a, if a is a PhD student, then a has a master degree”

a) ∀ a PhD(a) -> Master(a)

b) ∃ a PhD(a) -> Master(a)

c) A is true, B is true

d) A is false, B is false

Answer: a



12. What are Semantic Networks?

a) A way of representing knowledge

b) Data Structure

c) Data Type

d) None of the mentioned

Answer: a



13. Graph used to represent semantic network is _____________

a) Undirected graph

b) Directed graph

c) Directed Acyclic graph (DAG)

d) Directed complete graph

Answer: b



14. Which of the following elements constitutes the frame structure?

a) Facts or Data

b) Procedures and default values

c) Frame names

d) Frame reference in hierarchy

Answer: a



15. What is the primary purpose of propositional logic?

A) To represent and manipulate numerical data

B) To reason about propositions that can be either true or false

C) To perform calculations with real numbers

D) To create graphical representations of data

Answer: b



16. Which of the following statements is true about the resolution rule in 

propositional logic?

A) It can only be applied to disjunctive clauses.

B) It requires two clauses with a common literal.

C) It can derive new clauses by eliminating a variable.

D) It is used exclusively for proving theorems in predicate logic.

Answer: C



17. In resolution refutation, what must be done to prove that a statement  P is false?

A) Add P to the set of premises and derive a contradiction.

B) Negate P and add it to the set of premises.

C) Use only positive clauses to derive P.

D) Show that P can be derived from existing premises.

Answer: B



18. What is the primary assumption made by the Naïve Bayes classifier regarding features?

A) Features are dependent on each other.

B) Features are conditionally independent given the class label.

C) Features have a normal distribution.

D) Features are uniformly distributed.

Answer: B



19. In a Bayesian network, what does each node represent?

A) A random variable

B) A deterministic function

C) A fixed value

D) An observation

Answer: A



20. Which of the following is a common application of Naïve Bayes classifiers?

A) Image recognition

B) Spam detection in emails

C) Time series forecasting

D) Reinforcement learning

Answer: B



21. What is the purpose of the conditional probability tables (CPTs) in a Bayesian 

network?

A) To store prior probabilities of nodes

B) To define the relationships between parent and child nodes

C) To calculate the joint probability distribution

D) To represent the overall structure of the network

Answer: B



22. When using Naïve Bayes for classification, what type of probability does it 

compute to make predictions?

A) Joint probability

B) Marginal probability

C) Posterior probability

D) Prior probability

Answer: C



23. In first-order predicate logic, what does a predicate represent?

A) A constant value

B) A relationship or property of objects

C) A logical connective

D) A quantifier

Answer: B



24. What is the main advantage of using semantic networks over traditional 

databases?

A) They require less memory.

B) They allow for easy representation of complex relationships.

C) They are faster for numerical computations.

D) They can only represent simple facts.

Answer: B



25. What is a belief network primarily used for?

A) Storing large datasets

B) Representing conditional dependencies among random variables

C) Performing arithmetic calculations

D) Visualizing data trends

Answer: B



26. What does inference in a belief network typically involve?

A) Summing all possible outcomes

B) Calculating joint probabilities for all variables

C) Updating beliefs based on new evidence

D) Finding deterministic relationships between variables

Answer: C



27. What is the primary function of logical connectives in propositional logic?

A) To represent numerical values

B) To construct complex sentences from simpler ones

C) To define the truth values of propositions

D) To eliminate redundancy in statements

Answer: B



28. Which of the following forms represents a conjunction of disjunctions of 

literals?

A) Conjunctive Normal Form (CNF)

B) Disjunctive Normal Form (DNF)

C) Normal Form

D) All of the mentioned

Answer: A



29. Which of the following is an example of a contradiction?

A) p V ~p

B) p Λ ~p

C) p →p

D) p p



30. The contrapositive of the statement "If p, then 𝑞" is:

A) If q then p

B) If ~p, then ~q

C) If ~q then ~p

D) If p then ~q
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