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Introduction to Machine Learning

Machine Learning (ML) is a subset of artificial intelligence (AI) that focuses on the 

development of algorithms that enable computers to learn from and make 

predictions based on data. 

Unlike traditional programming, where explicit instructions are provided, machine 

learning allows systems to improve their performance automatically through 

experience.



The world is driven by data.

● Germany’s climate research centre generates 10 petabytes per year

● Google processes 24 petabytes per day

● The Large Hadron Collider produces 60 gigabytes per minute (~12 DVDs)

● There are over 50m credit card transactions a day in the US alone.

Learning from Data



Learning from Data
Data is recorded from some real-world phenomenon.

What might we want to do with that data?

Prediction

- what can we predict about this phenomenon?

Description

- how can we describe/understand this phenomenon in a new way?



How can we extract knowledge from data to help humans take decisions?

How can we automate decisions from data?

How can we adapt systems dynamically to enable better user experiences?

Write code to explicitly

do the above tasks

Write code to make the computer

learn how to do the tasks

Learning from Data



Machine Learning
Where does it fit?  What is it not?

Artificial Intelligence

Statistics / Mathematics

Computer Vision

Data Mining

Machine Learning

Robotics

(No definition of a field is perfect – the diagram above is just one interpretation, mine) 



History of ML

● Arthur Samuel (1959) wrote a program that learnt to play 

draughts (“checkers” if you’re American).



1940s

Human reasoning / logic first studied as a formal subject within mathematics (Claude Shannon, 

Kurt Godel et al).

1950s

The “Turing Test” is proposed: a test for true machine intelligence, expected to be passed by 

year 2000.  Various game-playing programs built.  1956 “Dartmouth conference” coins the 

phrase “artificial intelligence”.

1960s

A.I. funding increased (mainly military).  Famous quote: “Within a generation ... the problem of 

creating 'artificial intelligence' will substantially be solved."



1970s

A.I. “winter”.  Funding dries up as people realise it’s hard. Limited computing power and 

dead-end frameworks.

1980s

Revival through bio-inspired algorithms: Neural networks, Genetic Algorithms.

A.I. promises the world – lots of commercial investment – mostly fails.

Rule based “expert systems” used in medical / legal professions.

1990s

AI diverges into separate fields:  Computer Vision, Automated Reasoning, Planning 

systems, Natural Language processing, Machine Learning…

…Machine Learning begins to overlap with statistics / probability theory.



2000s

ML merging with statistics continues.  Other subfields continue in parallel.

First commercial-strength applications: Google, Amazon, computer games, 

route-finding, credit card fraud detection, etc…Tools adopted as standard 

by other fields e.g. biology

2010s…. ??????



The future?



Definition of ML

● Machine Learning is concerned with the development, the analysis, and the 

application of algorithms that allow computers to learn 

● Learning: 

A computer learns if it improves its performance at some task with 

experience (i.e. by collecting data)

Extracting a model of a system from the sole observation (or the simulation) 

of this system in some situations

Two main goals:

make prediction and better understand the system



Traditional Programming

Machine Learning

Computer
Data

Program
Output

Computer
Data

Output
Program
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Why is Machine Learning Important?

● Some tasks cannot be defined well, except by examples (e.g., recognizing 

people).

● Relationships and correlations can be hidden within large amounts of data. 

Machine Learning/Data Mining may be able to find these relationships.

● Human designers often produce machines that do not work as well as desired 

in the environments in which they are used.













Supervised Learning

A type of machine learning where the model is trained on a labeled dataset, 
meaning that each training example is paired with an output label.

Goal: To learn a mapping from inputs to outputs so that the model can predict the 
output for new, unseen data.

Common Algorithms: Linear regression, logistic regression, decision trees, 
support vector machines (SVM).

Examples:

Image Classification: Training a model to recognize images of cats and dogs 
based on labeled datasets where each image is tagged as "cat" or "dog".

Credit Card Fraud Detection: Building models that identify potentially fraudulent 
transactions based on historical transaction data labeled as "fraudulent" or "non-
fraudulent".



Unsupervised Learning
A type of machine learning where the model is trained on an unlabeled 
dataset. The algorithm tries to learn the patterns and structure from the data 
without explicit instructions on what to predict.

Goal: To discover hidden patterns or intrinsic structures in input data.

Common Algorithms: K-means clustering, hierarchical clustering, Principal 
Component Analysis (PCA).

Examples:

Customer Segmentation: Grouping customers based on purchasing behavior 
without predefined labels to identify distinct market segments.

Anomaly Detection: Identifying unusual data points in a dataset that do not 
conform to expected patterns, such as detecting fraudulent activities in 
network traffic.



Reinforcement Learning

A type of machine learning where an agent learns to make decisions by taking 
actions in an environment to maximize cumulative rewards. The learning 
process is guided by feedback from the environment.

Goal: To learn a policy that maximizes the total reward over time through trial-
and-error interactions with the environment.

Common Algorithms: Q-learning, Deep Q-Networks (DQN), Policy Gradients.

Examples:

Game Playing: Training an AI agent to play games like chess or Go, where it 
learns strategies through repeated play and feedback on winning or losing.

Robotics: Teaching robots to navigate through obstacles by rewarding 
successful navigation paths while penalizing collisions.



Decision Tree

A decision tree is a machine learning algorithm used for classification and 

regression tasks.

It works by recursively partitioning the input data based on the values of its 

features until a stopping criterion is reached.











Structure of Decision tree

Root Node: The starting point of the tree, representing the entire 

dataset.

Internal Nodes (Decision Nodes): Represent tests on features that 

split the data into subsets.

Leaf Nodes (Terminal Nodes): Indicate the final output or class label 

after all decisions have been made.



Working Mechanisms

The algorithm recursively splits the dataset based on feature values to create 

homogenous subsets.

Decision nodes are chosen based on criteria like Information Gain, Gini Impurity, 

or Entropy, which measure how well a feature separates the classes.

Splitting Criteria:

● Information Gain: Measures the reduction in entropy or impurity after a 

dataset is split on a feature.

● Gini Index: Measures impurity; lower values indicate better splits.

● Entropy: A measure of disorder or uncertainty, used to evaluate the quality of 

splits.

To avoid overfitting, decision trees can be pruned by removing branches that have 

little importance, which helps improve generalization to unseen data.



Naive Bayes Model

The Naive Bayes model is a family of probabilistic algorithms based on Bayes' 

Theorem, primarily used for classification tasks. 

It is particularly effective in scenarios with high-dimensional data, such as text 

classification.



Naive Bayes Model

The Naive Bayes algorithm is grounded in Bayes' Theorem, which describes the 

probability of a class given the features (posterior probability) as proportional to 

the likelihood of the features given the class multiplied by the prior probability of 

the class:



Naive in Naive Bayes Model

The "naive" aspect refers to the assumption that all features are conditionally 

independent given the class label. 

This means that the presence of one feature does not affect the presence of 

another feature within each class.



Types of Naive Bayes Model

Gaussian Naive Bayes: Assumes that continuous features follow a Gaussian 

(normal) distribution.

Multinomial Naive Bayes: Suitable for discrete counts, commonly used in text 

classification where features represent word counts.

Bernoulli Naive Bayes: Similar to multinomial but assumes binary features 

(presence or absence of a feature).



Fuzzy Learning

Fuzzy learning is a computational approach that utilizes fuzzy logic to handle 

uncertainty and imprecision in data. 

This method is particularly useful in scenarios where traditional binary logic 

(true/false) is insufficient for making decisions based on vague or ambiguous 

information



Fuzzy Logic

Fuzzy logic extends classical logic by allowing for degrees of truth rather than just 

binary true or false values. 

It operates on the premise that many real-world situations cannot be adequately 

described using strict binary categories.

Introduced by Lotfi Zadeh in the 1960s, fuzzy logic provides a framework for 

reasoning that mimics human decision-making processes.



Fuzzification

Fuzzification is the process of transforming crisp input values into fuzzy sets, 

assigning degrees of membership ranging from 0 to 1. 

For example, temperature can be categorized as "cold," "warm," or "hot" with 

varying degrees of membership based on actual readings.

Fuzzy Sets: Data is categorized into fuzzy sets where each element has a degree 

of membership ranging from 0 to 1, representing how much the element belongs 

to the set.



Application of fuzzy logic 

Pattern Recognition: Fuzzy learning is used in pattern recognition tasks where 

data is ambiguous.

Control Systems: Widely used in fuzzy control systems (e.g., temperature control, 

washing machines).

Optimization Problems: Fuzzy learning can be applied to optimization and 

decision-making in complex environments.



Techniques for fuzzy learning

Fuzzy Decision Trees: Extension of classical decision trees with fuzzy logic to 

manage uncertainty.

Fuzzy Clustering: Grouping similar data points into clusters based on fuzzy logic 

rather than crisp classifications.

Neuro-Fuzzy Systems: A combination of neural networks and fuzzy logic that 

adjusts fuzzy rules through learning from data.



Fuzzy Inference System

A Fuzzy Inference System (FIS) is a framework that uses fuzzy logic to map 

inputs to outputs. 

It processes input data in the form of fuzzy sets, applies rules, and produces a 

fuzzy output, which is often defuzzified into a crisp value.



Components of fuzzy inference system

Fuzzification: Converts crisp inputs into fuzzy sets by determining the degree to 

which they belong to various fuzzy sets.

Knowledge Base: Comprises a set of fuzzy rules and membership functions that 

define how inputs relate to outputs.

Inference Engine: Applies fuzzy logic rules (IF-THEN) to compute the fuzzy output 

by combining inputs.

Defuzzification: Converts the fuzzy output back into a crisp value for decision-

making.



Fuzzy Inference Method

Fuzzy inference methods are the ways in which inputs are processed using fuzzy 

rules to infer outputs in a Fuzzy Inference System (FIS). 

These methods determine how fuzzy sets are combined to produce results.



Fuzzy Inference Method: Mamdani Method

Most commonly used fuzzy inference method.

Employs min-max operations for inference.

Rules are expressed in the form of IF-THEN statements, and the final fuzzy output 

is defuzzified to get a crisp result.

Example: IF temperature is "high" AND humidity is "low," THEN fan speed is 

"medium."



Fuzzy Inference Method: Sugeno Method

Uses a weighted average for defuzzification.

Output functions are typically linear equations of input variables.

Example: IF temperature is "high," THEN fan speed = 0.5 * temperature + 3.

More suitable for optimization and control problems where a crisp output is 

preferred.



Fuzzy Inference Method: Tsukamoto Method

A variant of the Sugeno method, but outputs are fuzzy sets with a monotonically 

decreasing or increasing membership function.

The crisp output is calculated as the weighted average of these fuzzy outputs.



Genetic Algorithm

Algorithm: An algorithm is a sequence of instructions to solve a problem. Most of 

the algorithms are static.  

A Genetic Algorithm(GA) is adaptive (dynamic) a model of machine learning 

algorithm that derives its behavior from a metaphor of some of the mechanisms of 

evolution in nature. 



GA: Background

Evolution can be seen as a process leading to the maintenance of a population’s 

ability to survive and reproduce in a specific environment. 

This ability is called evolutionary fitness.  

Evolutionary fitness can also be viewed as a measure of the organism’s ability to 

anticipate changes in its environment.  

The fitness, or the quantitative measure of the ability to predict environmental 

changes and respond adequately, can be considered as the quality that is 

optimised in natural life



Evolutionary Computation

Evolutionary Computation stimulates evolution on a computer. 

The result of such simulations is a sense of optimisation algorithms  

Optimisation iteratively improves the quality of solutions until an optimal, or near-

optimal, solution is found  

The evolutionary approach is based on computational models of natural selection 

and genetics. 

We call them evolutionary computation ,an umbrella term that combines genetic 

algorithms, evolution strategies and genetic programming



GA - Simulation of Natural Evolution

All methods of evolutionary computation simulate natural evolution by creating a 

population of individuals, evaluating their fitness, generating a new population 

through genetic operations, and repeating this process a number of times.  

We focus on Genetic Algorithm as most of the other algorithms can be viewed as 

variations of genetic algorithms.



Genetic Algorithm

In early 1970s John Holland introduced the concept of genetic algorithm  

His aim was to make computers do what nature does. 

Holland was concerned with algorithms that manipulate strings of binary digits  

Each artificial “chromosomes” consists of a number of “genes”, and each gene is 

represented by 0 or 1 



Genetic Algorithm

Two mechanisms link a GA to the problem it is solving : Encoding and Evaluation  

The GA uses a measure of fitness of individual chromosomes to carry out 

reproduction. 

As reproduction takes place, the crossover operator exchanges part of two single 

chromosomes and he mutation operator changes the gene value in some 

randomly chosen location of the chromosome 





Genetic algorithm is majorly used for 2 purposes-

1. Search

2. Optimisation



Genetic algorithms use an iterative process to arrive at the best 
solution.

Finding the best solution out of multiple best solutions (best of 
best).

Compared with Natural selection, it is natural for the fittest to 
survive in comparison with others.



● Evolution usually starts from a population of randomly 
generated individuals in the form of iteration. (Iteration will 
lead to a new generation).

● In every iteration or generation, the fitness of each 
individual is determined to select the fittest.

● Genome fittest individuals selected are mutated or altered 
to form a new generation, and the process continues until 
the best solution has reached.



The process terminates under 2 scenarios-

1. When maximum number of generations have been created
2. Fitness level reached is sufficient.

Relating it to the Optimisation scenario, we need to identify the Genetic 
Representation of our solution domain or business problem we need to 
solve. Evaluation criteria i.e., Fitness Function to decide the worth of a 
solution.



For example:

● We need to maximize the profit (Fitness Function) by increasing 
sales (Genetic representation) of the product.

● We need to find the best model hyperparameters (Fitness 
function) for the classification algorithms i.e., Fine-tuning to yield 
the best prediction

● Optimum number of feature (fitness function) selection for 
building the machine learning model (Genetic representation).



The process can be broadly divided as following:

1. Initialisation:

Randomly generate a population with multiple chromosomes.

Gene is the smallest unit and can be referred to as a set of characteristics 

(variables).

We aim to join the Genes to obtain the Chromosomes(solution).

The chromosome itself represents one candidate solution abstractly.

The generation of Chromosome is user-defined (combination of numbers 

between 0 and 5 or only binary numbers).



2. Defining the fit function:

Now we need to define the evaluation criteria for best chromosomes(solution). 
Each chromosome is assigned with a fitness score by the fitness function, which 
represents the goodness of the solution.

Let’s say the fitness function is the sum of all the genes.

Hence, the chromosome with the maximum sum is the fittest.

In our case, the chromosome has a sum of 12.



3. Selection:

Selecting the top 2 fittest chromosomes for creating the next generation. 
These will act as parents to generate offspring for the next generation 
which will naturally inherit the strong features.

Two pairs of individuals (parents) are selected based on their fitness 
scores.

Other chromosomes are dropped. Here are some of the methods of 
parent selection-

1. Roulette Wheel Selection
2. Rank Selection
3. Steady State Selection
4. Tournament Selection
5. Elitism Selection



4. Crossover:

Crossover is the equivalent of two parents having a child. Each 
chromosome contributes a certain number of genes to the new 
individual.

Offspring are created by exchanging the genes of parents among 
themselves until the crossover point is reached.

1. Single point crossover.
2. k-point crossover (k ≥ 1)
3. Uniform crossover.



5. Mutation:

To avoid the duplicity(crossover generates offspring similar to parents) and to 
enhance the diversity in offspring we perform mutation. The mutation operator 
solves this problem by changing the value of some features in the offspring at 
random.

These steps are repeated until the termination criteria is met.

When to apply Genetic Algorithm:

● There are multiple local optima
● The objective function is not smooth (so derivative methods cannot be 

applied)
● Number of parameters is very large
● Objective function is noisy or stochastic

https://www.neuraldesigner.com/blog/genetic_algorithms_for_feature_selection#CrossoverOperator


MCQ

1. What is Machine learning?

a) The selective acquisition of knowledge through the use of computer programs

b) The selective acquisition of knowledge through the use of manual programs

c) The autonomous acquisition of knowledge through the use of computer 

programs

d) The autonomous acquisition of knowledge through the use of manual programs

Answer: c



MCQ

2. Which of the following is not a supervised machine learning algorithm?

a) K-means

b) Naïve Bayes

c) SVM for classification problems

d) Decision tree

Answer: a



MCQ

3. Which algorithm is best suited for a binary classification problem?

a) K-nearest Neighbors

b) Decision Trees

c) Random Forest

d) Linear Regression

Answer: b



4. What is the key difference between supervised and unsupervised learning?

a) Supervised learning requires labeled data, while unsupervised learning does not.

b) Supervised learning predicts labels, while unsupervised learning discovers patterns.

c) Supervised learning is used for classification, while unsupervised learning is used 

for regression.

d) Supervised learning is always more accurate than unsupervised learning.

Answer: a



5. Which one of the following models is a generative model used in machine 

learning?

a) Support vector machines

b) Naïve Bayes

c) Logistic Regression

d) Linear Regression

Answer: b



6. An artificially intelligent car decreases its speed based on its distance from the 

car in front of it. Which algorithm is used?

a) Naïve-Bayes

b) Decision Tree

c) Linear Regression

d) Logistic Regression

Answer: c



7. Which of the following statement is not true about Naïve Bayes classifier 

algorithm?

a) It cannot be used for Binary as well as multi-class classifications

b) It is the most popular choice for text classification problems

c) It performs well in Multi-class prediction as compared to other algorithms

d) It is one of the fast and easy machine learning algorithms to predict a class of 

test datasets

Answer: a



8. What is the assumptions of Naïve Bayesian classifier?

a) It assumes that features of a data are completely dependent on each other

b) It assumes that each input variable is dependent and the model is not 

generative

c) It assumes that each input attributes are independent of each other and the 

model is generative

d) It assumes that the data dimensions are dependent and the model is generative

Answer: c



9. Which one of the following terms is not used in the Bayes’ Theorem?

a) Prior

b) Unlikelihood

c) Posterior

d) Evidence

Answer: b



10.  In which of the following case the Naïve Bayes’ algorithm does not work well?

a) When faster prediction is required

b) When the Naïve assumption holds true

c) When there is the case of Zero Frequency

d) When there is a multiclass prediction

Answer: c



11. There are two boxes. The first box contains 3 white and 2 red balls whereas the 
second contains 5 white and 4 red balls. A ball is drawn at random from one of the two 
boxes and is found to be white. Find the probability that the ball was drawn from the 
second box?

a) 53/50

b) 50/104

c) 54/104

d) 54/44

Answer: b



12. Which one of the following applications is not an example of Naïve Bayes 

algorithm?

a) Spam filtering

b) Text classification

c) Stock market forecasting

d) Sentiment analysis

Answer: c



13. What is the main purpose of fuzzy learning?

A) To handle precise data

B) To manage uncertainty and imprecision in data

C) To perform arithmetic calculations

D) To categorize data into binary classes

Answer: B



14. Which component of a fuzzy inference system converts crisp inputs into fuzzy 

values?

A) Defuzzifier

B) Inference Engine

C) Fuzzifier

D) Aggregator

Answer: C



15. In a fuzzy inference system, what does the inference engine do?

A) Converts fuzzy outputs to crisp values

B) Applies fuzzy rules to derive conclusions

C) Measures the degree of membership

D) Collects input data

Answer: B



16. What is the output of a fuzzification process?

A) Crisp values

B) Fuzzy sets

C) Membership functions

D) Decision rules

Answer: B



17. Which of the following is a characteristic of the Mamdani method?

A) It uses linear functions for output.

B) It produces fuzzy outputs.

C) It is less complex than Sugeno.

D) It requires no defuzzification step.

Answer: B



18. What does defuzzification achieve in a fuzzy inference system?

A) Converts crisp inputs into fuzzy outputs.

B) Combines multiple fuzzy outputs.

C) Produces a single crisp output from fuzzy results.

D) Evaluates the strength of rules.

Answer: C



19. Which method is known for using linear functions for output variables?

A) Mamdani Method

B) Sugeno Method

C) Zadeh Method

D) Takagi-Sugeno-Kang Method

Answer: B



20. In which application area are fuzzy inference systems commonly used?

A) Image processing only

B) Control systems and decision-making processes

C) Only in financial predictions

D) Solely for data mining

Answer: B



21. What type of data does fuzzy learning primarily deal with?

A) Discrete numerical data only

B) Continuous numerical data only

C) Vague and imprecise data

D) Structured data exclusively

Answer: C



22. Which of the following best describes a membership function in fuzzy logic?

A) A function that assigns crisp values to inputs.

B) A function that defines how each point in the input space is mapped to a 

degree of membership.

C) A function that aggregates outputs from multiple rules.

D) A function that evaluates the performance of a model.

Answer: B



23. What is a key advantage of using fuzzy inference systems?

A) They require large amounts of precise data.

B) They can handle uncertainty and vagueness effectively.

C) They are always more accurate than traditional methods.

D) They do not require any prior knowledge or rules.

Answer: B



24. Which method would be more suitable for applications requiring quick 

computations and direct outputs?

A) Mamdani Method

B) Sugeno Method

C) Zadeh Method

D) Fuzzy Rule-Based System

Answer: B



25. Fuzzy inference systems are particularly useful in which type of decision-

making scenario?

A) When all input data is precise and exact.

B) When decisions need to be made based on ambiguous or incomplete 

information.

C) When only binary decisions are required.

D) When numerical optimization is necessary.

Answer: B



26. Which of the following statements about fuzzy logic is true?

A) Fuzzy logic can only be applied to binary classification problems.

B) Fuzzy logic allows for degrees of truth rather than just true or false values.

C) Fuzzy logic requires precise input data to function effectively.

D) Fuzzy logic is not applicable in real-world scenarios.

Answer: B



27. In fuzzy inference, what does aggregation refer to?

A) The process of combining multiple inputs into one output.

B) The process of merging all rules' outputs into a single fuzzy set before 

defuzzification.

C) The conversion of crisp inputs into fuzzy sets.

D) The evaluation of rule strengths based on membership functions.

Answer: B



28. What is the primary purpose of a genetic algorithm?

A) To perform arithmetic calculations

B) To optimize solutions by mimicking natural selection

C) To store large datasets

D) To classify data into categories

Answer: B



29. In a genetic algorithm, what does the term "population" refer to?

A) The total number of generations

B) A set of potential solutions to a problem

C) The number of chromosomes in a single solution

D) The data used for training

Answer: B



30. Which of the following operations is NOT typically performed in a genetic 

algorithm?

A) Selection

B) Crossover

C) Mutation

D) Normalization

Answer: D



31. What is the role of the "fitness function" in a genetic algorithm?

A) To measure the quality of solutions

B) To generate random solutions

C) To select parents for reproduction

D) To mutate the chromosomes

Answer: A



32. Which crossover technique involves exchanging segments between two 

parent chromosomes at multiple points?

A) Single-point crossover

B) Two-point crossover

C) Multipoint crossover

D) Uniform crossover

Answer: C



33. What happens during the mutation process in a genetic algorithm?

A) Two parent solutions are combined.

B) Random changes are made to an individual's chromosome.

C) The best solution is selected for the next generation.

D) All individuals are replaced with new random solutions.

Answer: B



34. Which of the following best describes the term "elitism" in genetic algorithms?

A) Randomly selecting individuals for reproduction

B) Ensuring that the best individuals are carried over to the next generation

C) Mutating all individuals in the population

D) Eliminating all weak individuals from the population

Answer: B



35. In which scenario would you most likely use a genetic algorithm?

A) When you need an exact solution to a problem

B) When optimizing complex functions with many local optima

C) When dealing with small datasets only

D) When performing linear regression

Answer: B



36. What is "crossover" in the context of genetic algorithms?

A) The process of selecting individuals for mutation

B) The process of combining two parent solutions to create offspring

C) The evaluation of fitness scores for each individual

D) The random alteration of genes within a chromosome

Answer: B



37. Which of the following statements about genetic algorithms is true?

A) They guarantee finding the optimal solution every time.

B) They can be applied only to numerical optimization problems.

C) They use principles of natural selection and genetics to evolve solutions.

D) They require no parameters to be set by the user.

Answer: C



38. What is a decision tree primarily used for?

A) Data storage

B) Classification and regression tasks

C) Data visualization

D) Clustering data

Answer: B



39. In a decision tree, what does each internal node represent?

A) A final output or class label

B) A feature test or decision rule

C) The entire dataset

D) A random sample of data

Answer: B



40. Which of the following criteria is commonly used to determine the best split at 

each node in a decision tree?

A) Mean Squared Error (MSE)

B) Gini Index

C) Entropy

D) All of the above

Answer: D



41. What is the purpose of pruning in decision trees?

A) To increase the depth of the tree

B) To reduce overfitting by removing unnecessary branches

C) To improve the accuracy of the training data

D) To convert categorical data into numerical data

Answer: B



42. Which of the following is a disadvantage of using decision trees?

A) They are easy to interpret.

B) They can handle both categorical and numerical data.

C) They are prone to overfitting, especially with complex trees.

D) They can be visualized easily.

Answer: C



43. What does a leaf node in a decision tree represent?

A) A feature used for splitting

B) A decision point in the tree

C) The final output or class label after all decisions have been made

D) An input variable

Answer: C



44. Which algorithm is often used to create decision trees?

A) K-Means Clustering

B) ID3 (Iterative Dichotomiser 3)

C) Linear Regression

D) Principal Component Analysis (PCA)

Answer: B



45. In which scenario would you prefer using a decision tree over other 

algorithms?

A) When you need high accuracy with large datasets

B) When interpretability and visualization are important

C) When working with unstructured data only

D) When speed is not a concern

Answer: B



46. What is "information gain" in the context of decision trees?

A) The reduction in entropy after a dataset is split on a feature

B) The total number of features in the dataset

C) The accuracy of the model on training data

D) The number of leaf nodes in the tree

Answer: A



47. Which technique can be used to improve the performance of decision trees?

A) Increasing the number of features without pruning

B) Using ensemble methods like Random Forests or Boosting

C) Ignoring missing values completely

D) Reducing the size of training data

Answer: B
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